
§ LLMs, despite their success, struggle to Length Generalize –
extrapolating to longer sequences than seen during training

§ Recent attempts involve modifying data formats / architecture / 
positional encodings, leading to task-specific solutions
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Motivation:

Q: Can we solve Length Generalization
without changing data/architecture/PE?

1. Introduction

§ Length generalization can be tackled with Self-Improvement
§ Model errors are structured, and error avalanches
§ Unsupervised data filtering (length, majority voting) is important
§ Rate of self-improvement can be accelerated

5. Key Take-aways

3. Overall Results

2. Self-Improvement Framework

§ Rate of self-improvement can be accelerated
§ Pretrained models achieve even faster acceleration 

4. Ablations and Error Analysis

Data Filtering is Important!

Framework:

Idea:

§ Error Avalanches!
Challenge:

Slight Length 
Generalization!

§ Use the model to progressively label harder data and train on it 
(=self-improvement!)
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§ Errors tend to be structured, and structured noise is more harmful 
than random noise

§ Robustness to label noise improves with self-improvement rounds


